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Abstract: Classical models of epidemic spreading based on making contact within a susceptible population assume a constant infection rate and uniform mixing. As such, they cannot account for surges and waves which have been observed in practice. This paper describes the spreading as a byproduct of interacting with a threat surface S(x, y) containing susceptible populations at location (x, y) in a 2D grid. The discretized grid acts as a transmission vector for COVID-19 and may explain why COVID-19 spreading exhibits surges rather than obey a smooth logistics curve. Furthermore, the strong correlation between infection cases and population indicates that population and distribution of population over a 2D area may explain most of why infection cases surge and waves form. It is impossible to obtain an accurate prediction of the extent of spreading without taking public sentiment, spatial separation, and size of populations into account. The best predictor of the ultimate spread of COVID-19 considers population as well as infection rate.

We find that a terrain-based model is capable of modeling surges and waves of epidemics in most countries and regions where public sentiment is mild. In other cases where public sentiment is opposed to social distancing, wearing masks, and generally against public health policy, a two or three phase approach is necessary, whereby each phase is fit with different parameters, suggesting that public sentiment has a bigger influence on contagion spreading than population. We validate our results through simulation of outbreaks in a diverse set of countries and regions, e.g., a country in the US, Bahrain, Israel, United Kingdom, Germany, South Korea, and Italy.
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1.0 MOTIVATION

Classical models grounded in SIR models (Susceptible—Infected—Recovered/Removed) like the logistics growth model and the Kermack-McKendrick model, assume constant infection rate, uniform mixing, and constant removal rate. None of these factors exist in the real world, whereby populations exhibit radically uneven mixing, variable infection and recovery rates, and variable population sizes. For example, COVID-19 exhibits a spreading pattern where-
by future daily infections are based on previous daily infections, changing reproduction number $R_0$ and changing recovery rate.

Spreading depends on public sentiment and public health policy as much as the virus itself. Public health policy in the form of social distancing, wearing a mask, and hand-washing hygiene is often at odds with public sentiment which may be politically or socially opposed (or accepting) of official public health policy. In other words, human behavior is responsible for spreading in addition to population size. Spatial isolation is the most effective way to limit spreading, regardless of population size [3, 4, 5, 6, 7, 8].

This paper proposes a novel alternative approach to modeling epidemic spreading. Instead of a constant infection rate and one monolithic susceptible population we introduce a threat surface $S(x, y)$ defined over a 2D area with number of susceptible individuals and variable infection rate at each coordinate $(x, y)$ on the surface. In other words, we propose to break a geographical region into discrete parts—cells—and solve for number of infections in each cell and then sum them for the entire region. Spreading occurs locally, i.e., through contact with 8 adjacent cells: NW, N, NE, W, E, SW, S, SE. The magnitude of infection rate at each coordinate $(x, y)$ depends on the number of infected individuals at a previous time, called the delay. The number of infected cases at each coordinate depends on the number during the previous time step (days), spreading rate, and variable infection rate. Infection rate is computed using a feedback mechanism whereby previous infections at time $(t\text{-delay})$ influence infection rate at time $t$.

Essentially, this model breaks the Kermack-McKendrick SIR model into discretized local models over a surface $S(x, y)$. At each cell $(x, y)$, a modified SIR model is applied using the local susceptible population, local infected cases, and a variable infection rate. The number of infected cases is then the sum over all local cells, which is plotted as a curve versus time. As it turns out, this approach exposes waves in the infection curve caused by non-uniformity of susceptible population and variations in the infection rate.

Classical models assume a uniformly distributed population with the same levels of immunity or susceptibility to infection, and a relatively immobile population. On the contrary, the modern world violates all of these conditions: populations are clustered, people of different age and economic conditions have different susceptibilities to disease, public opinion as to the dangers of a contagion shift over time, and modern people are extremely mobile thus making frequent contacts with one another. This makes modeling COVID-19 extremely complicated and multi-faceted.

Of particular interest in this paper is the incidence of subsequent waves of COVID-19 infection that have been observed nearly in every region of the world. After an initial rise that is fairly predictable using standard models, there follows a brief period of decline, and then one or more subsequent surges, often exceeding the initial peak infection. Waves are observed in COVID-19 and were observed in the Spanish Flu pandemic of 1918. What causes these surges and how can we predict them? Our hypothesis is that this observed effect is a combination of public sentiment and local population clusters.

There are many explanations for these surges or waves, which defy mathematical modeling by traditional models [1]. For example, the $SIS$—susceptible-infected-susceptible model is completely inadequate to explain these waves. The traditional Kermack-McKendrick (KM) model, and more recently, network-based models, cannot represent these recurrent outbreaks because they assume that infections rise and fall one time, only. Models based on smoothly rising curves cannot approximate reality that is far messier, involving humans and governments. In reality, epidemics such as COVID-19 go through one or more wave-like behaviors whereby the daily infections rise and fall many times, largely due to a variety of factors such as public sentiment and population densities.

### 2.0 MODEL FORMULATION

The crux of our model is a variable infection rate that depends on how many people are infected at location $(x, y)$. Thus, infection rate increases/decreases depending on the variation in population terrain. We assume all information needed to predict the state of a contagion is contained in a threat surface $S(x, y)$ defined as a function or data at each coordinate $(x, y)$ in two dimensions. If the geometry of this surface is similar to
the real world and the dynamics describes what happens when individuals come into contact with the surface, then spreading will occur as observed regardless of non-uniform mixing. We use model similitude to explain the spread of COVID-19.3

We develop an entirely new model based on a parameterized differential-difference equation. Our model has four parameters to be determined by fitting a curve produced by simulation with observed measurements (counts or cases):

N: Mean number of susceptible people in a cell.
\( \alpha \): Spreading rate from coordinate-to-adjacent-coordinate in \( S(x, y) \)
\( \beta_0 \): Mean infection rate
\( t_0 \): Mean time delay.

Let \( M(t) \) be the cumulative number of new cases on day \( t \). Then the Kermack-McKendrick value for each coordinate \( S(x, y) \) is given by the solution to:

\[
\frac{dM(t)}{dt} = (\beta_0 - \beta(t - t_0))[M(t)(N - M(t))]
\]  
\( 1 \)

Or in discrete time:

\[
\Delta M(t) = (\beta_0 - \beta(t - t_0))[M(t)(N - M(t))]
\]  
\( 2 \)

Where, \( \frac{dM(t)}{dt} \) is a model of the number of daily infections and \( M(t) \) is the discrete analog representing daily change in total number infected cases. \( \Delta M(t)/M(t) \) is a suitable measure of public sentiment either pro or con public health recommendations like social distancing. Thus, \( \beta(t-t_0) \) is the variable infection rate that depends on the number of daily infections in the past—with lag time of \( t_0 \). For mild waves and surges, we use:

\[
\beta(t - t_0) = \beta_0 - \frac{\Delta M(t-t_0)}{M(t-t_0)} > 0 \]  
\( 3 \)

Infection rate varies with the time rate of daily cases reported \( t_0 \) days in the past. That is, future infection rate lags by \( t_0 \) days, approximating human behavior—the rate declines when the number of infections in the past rise; and increases when the number of infections in the past declines. We argue people get overconfident when the rate of infection declines, and fearful when the rate climbs. This contributes to minor waves of infections in the spreading curve, but it is only one influence. A more suitable model that addresses extreme surges and waves is presented in section 3.2.

2.1 The Threat Surface/Terrain Model

A terrain or threat surface is a 3D “map” of a geographical region where COVID-19 spreading is due to the presence of a susceptible population that “fuels” spreading. We know that spreading increases in intensity and speed where the population is large, and less spreading occurs where the population is sparse. There are multiple reasons for this, such as crowding and more frequent contact.

We define \( S(x, y) \) as a 3D Excel spreadsheet with \( n \) rows and \( m \) columns in two dimensions, and population in the third dimension. Each cell is created by overlaying the spreadsheet on top of a map of the region to be studied and assigned the population number at that cell/geographical location. For example, in Figure 1, the population ranges from 1 to 40,000 for a total of over 513,000 people within Monterey county, California. Most of the county is empty, while small regions are highly populated. Salinas, for example, has over 150,000 people, while Monterey has approximately 45,000.
Spreading rate $\alpha$ determines the speed of the advancing COVID-19 virus and must be estimated by trial-and-error to scale to the dimensions of $S(x, y)$. An infected cell at $(x, y)$ transmits the infection to adjacent neighbors with probability $\alpha$. Higher values mean more rapid transmission. This is separate from the person-to-person rate, $\beta(t-t_0)$ that determines number of susceptible people that contract the disease upon spreading.

Simulating the spread of COVID-19 is simply a process of planting a seed (first infection) at some location $(x, y)$, and allowing it to spread from cell to adjacent cell with probability $\alpha$. The number of individuals infected at each time step, $t$, is governed by solving equation (2) and (3) at each $t$. This produces a curve for $M(t)$ and daily infections, $\Delta M(t)$ versus $t$ as shown in Figure 2.
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(a). Synthetic terrain $S(x, y)$. (b). Actual terrain.

**Figure 1.** (a). Terrain model of Monterey County, California with $n = 29$ rows and $m = 27$ columns representing the approximate population at each cell. (b). Actual terrain of Monterey County with COVID-19 outbreaks is indicated by circular regions.

2.2 PandemiX

PandemiX is a computer program developed by the authors that takes parameters for (2) and terrain model $S(x, y)$ as input and produces infection curves for $M(t)$ and daily infections, $\Delta M(t)$ versus $t$, as outputs, see Figure 2. The animated spreading propagates from input coordinates $(x_0, y_0)$, and eventually reaches the entire terrain.

The algorithm is very simple, and depends on $S(x, y)$ and four parameters $N, \alpha, \beta_0$, and $t_0$.

**Algorithm 1. PandemiX Simulation**

1. Plant an infection at location $(x_0, y_0)$ in $S(x, y)$.
2. Repeat until no further infections ($t >> 0$):
   a. For every $(x, y)$ in $S$:
   b. For each neighbor of $(x, y)$ let $r = \text{random number in (0, 1)}$.
      i. If ($r \leq \alpha$) calculate:
         1. $\beta(t-t_0)$, and apply to …
         2. $\ldots \Delta M(t)$ and $M(t)$ at $(x, y)$.
      c. Total over all $(x,y)$ to get number of cases at time $t$. 

d. Increment $t$.

3. End

The 8 nearest neighbors are the adjacent cells NW, N, NE, W, E, SW, S, SE for each cell shown in Figure 3. At each time step and location $(x, y)$, each of the 8 adjacent cells are infected with probability $\alpha$. This is repeated for $t = 1, 2, 3, \ldots$ until no further infections occur.

Each cell has a susceptible population as shown graphically in Figure 1. Each time an infected cell is visited, it increases the adjacent infected cells by an amount given by equation (2) and (3). Infected cells exhibit diminishing returns, because $[N-M(t)]$ steadily decreases until reaching zero and further infections stop. Placement of the initial infection is very important, however, in most cases the exact location of the initial infection is not known. Accordingly, we default to a relatively unpopulated area as initial infection coordinates $(x_0, y_0)$.

This model conspicuously does not account for mobility or the impact of human movement. Mobility is considered in a network-based model by the authors published earlier [1]. Essentially, flows into and out of connected regions can be modeled as epidemics on a network surface. It is beyond the scope of this paper.

**Figure 2.** PandemiX displays the averages of numerous trials, and the animated terrain as the infection spreads. Red bars are the average daily infections; the central blue line is the average total infections, and the other blue lines are upper and lower bounds obtained by also computing the sampling error assuming a two-tailed confidence level of 97.5%.

<table>
<thead>
<tr>
<th>NW</th>
<th>N</th>
<th>NE</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>$x, y$</td>
<td>E</td>
</tr>
<tr>
<td>SW</td>
<td>S</td>
<td>SE</td>
</tr>
</tbody>
</table>

**Figure 3.** Nearest neighbors with number of susceptible individuals $[N-M(t)]$, are infected with probability $\alpha$ each time the cell is visited. The number of cases rise over time according to equation (2).
3.0  APPLYING MODEL SIMILITUDE

Figure 4 shows the results of applying the model to COVID-19 data for Monterey county, USA and Bahrain. Monterey county has over 513,000 residents and over 30,000 infected cases as of January 10, 2021. Bahrain has over 1.7 million residents with over 90,000 infected cases. Numerous simulations were required to find the best fit of $\Delta M(t)$ and $M(t)$ to empirical data, with the final result for Monterey county:

- $N$: 1,000
- $\alpha$: 0.015 (Speed)
- $\beta_0$: 0.08 (virality)
- $t_0$: 7 (delay)

Five trials were averaged to obtain the red curve in Figure 4, along with an error of plus-or-minus blue and green lines. The red line is a very good fit to the actual recorded cases (black dotted line).

The results show an initial slow rise in COVID-19 followed by a rapid rise, then a second slowing followed by a second surge in cases. The model predicts a third decline in cases after the second surge, with the epidemic predicted to peak at roughly 50,000 cases by June 2021.

Subsequent simulations of other regions of the world give similar results. Table 1 summarizes them and shows that parameters differ for different parts of the world and different population sizes. Interestingly, nearly all simulations showed the best results for a time delay of 5-7 days. The largest difference is in $N$, which varies widely, but is somewhat correlated with total population of the country or region. In all cases, the infection curve is more accurate for the terrain model than KM or KM-derived models based on logistic growth.

(a). Monterey county, USA with over 500,00 population.
Figure 4. Actual and simulated data for number of infections versus time for two different regions of the world. The actual data falls within the error bounds of the simulated data. Monterey data predicts future infections, as the number of infections decline.

Figure 5. Infections and population are strongly correlated (0.97) as shown by the number of infection cases in the counties of the US as of 1/3/21.

Table I. Simulation parameters for various terrains throughout the world.

<table>
<thead>
<tr>
<th>Region</th>
<th>#trials</th>
<th>N</th>
<th>$\alpha$</th>
<th>$\beta_0$</th>
<th>$t_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monterey</td>
<td>5</td>
<td>1,000</td>
<td>.015</td>
<td>.08</td>
<td>7</td>
</tr>
<tr>
<td>Bahrain</td>
<td>5</td>
<td>6,000</td>
<td>.017</td>
<td>.025</td>
<td>7</td>
</tr>
<tr>
<td>UK</td>
<td>5</td>
<td>1,000,000</td>
<td>.010</td>
<td>.017</td>
<td>20</td>
</tr>
<tr>
<td>S. Korea</td>
<td>5</td>
<td>25,000</td>
<td>.012</td>
<td>.018</td>
<td>5</td>
</tr>
<tr>
<td>Israel</td>
<td>5</td>
<td>150,000</td>
<td>.009</td>
<td>.060</td>
<td>5</td>
</tr>
</tbody>
</table>
3.1 An Oscillation Model

Villalobos-Arias [2] propose a wave model of an epidemic containing surges by overlaying multiple logistics curves. The model fits the COVID-19 epidemic very well but does not reveal underlying causes or enable forecasting of future infections. Indeed, epidemics within epidemics fit logistic curves as long as the end of one surge and the beginning of another can be detected in the data. This amounts to identifying oscillations in the time series while maintaining a constant infection rate. It assumes a constant infection rate, which may not hold, especially when human nature is involved.

We assume a varying infection rate that depends on public sentiment and public health policy. In particular, sentiment increases risk taking when the rate of infection declines and the reverse when the rate of infection increases. This, and variations in the terrain, creates oscillations in the daily time series. It is our considered opinion that population generally plays a bigger role in surges than public sentiment. When all 3141 counties in the USA were analyzed versus population, the observed correlation with population was very strong, see Figure 5. Both size of infection and population obeyed a power law and the two are correlated.

Surges and waves are a direct result of public sentiment (minor effect) and spatial separation of populations, and size of population. It is impossible to obtain an accurate prediction of the extent of spreading without taking public sentiment and spatial separation of populations into account. And, when public sentiment becomes extreme, as it has in some countries, the simple terrain model breaks down and a piecemeal model is required.

3.2 Extreme Waves

COVID-19 spread slowly in Germany until the summer of 2020, when anti-mask and anti-social-distancing protests broke out across the country. On August 29, 38,000 protesters gathered in Berlin to demonstrate against wearing masks, social distancing, and closing businesses. The massive protest continued through the Christmas holidays. As a result, a second wave, many times larger than the first under lockdown conditions, surged. Figure 6 shows the dramatic results.

Our model does not allow sufficient feedback to adjust infection rate beta to match the rapid rise of the pandemic in Germany. Instead, a “two epidemics” model is required: one model of each mega-surge in infections. The parameters for both waves are given in Table 2 along with results for other regions with more than one major wave. In the case of South Korea, note the difference between the one-wave simulation and a three-wave simulation: the infection rate of the three-wave simulation straddles the one-wave infection rate. This suggests shifts in public sentiment directly affects the number of infection cases.

4.0 DISCUSSION

Using a population terrain as a means of epidemic spreading is a new idea in mathematical modeling of epidemics. It appears to provide deeper understanding of the spreading dynamics. However, it is not the complete answer. It has several weaknesses:

- The method lacks predictive power. The number of infections going forward in time are based on the time delay and therefore are only accurate for \( t_0 \) days ahead.
- Simulations are noisy. We had to average over 5 trials to obtain reasonable results. Even so, the confidence interval was quite large. Averaging in more trials tends to smooth out the curves too much.
- Our results depend on high fidelity terrains which are difficult to obtain. We used very course-grained population counts due to the time and effort needed to build high resolution models.
• Terrains are even more difficult to obtain for large countries like the US, India, and China. Our results have been verified for relatively small regions and may not hold for large regions.

(a). Two waves are apparent in Germany.

(b). The dual wave model treats each wave as independent “mini epidemics.”

Figure 6. (a). Daily infections peaked early in the COVID-19 pandemic, then took off again after August 29. (b). A two-wave model of the spread due to civil disobedience following the August 29 protests.

Table II. Simulation parameters for extreme waves.

<table>
<thead>
<tr>
<th>Region</th>
<th>#trials</th>
<th>N</th>
<th>(\alpha)</th>
<th>(\beta_0)</th>
<th>(t_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germany</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wave 1</td>
<td>5</td>
<td>20,000</td>
<td>.048</td>
<td>.85</td>
<td>5</td>
</tr>
<tr>
<td>German</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wave 2</td>
<td>5</td>
<td>400,000</td>
<td>.0085</td>
<td>.461</td>
<td>5</td>
</tr>
<tr>
<td>Italy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wave 1</td>
<td>5</td>
<td>60,000</td>
<td>.015</td>
<td>2.0</td>
<td>5</td>
</tr>
<tr>
<td>Italy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wave 2</td>
<td>5</td>
<td>400,000</td>
<td>.015</td>
<td>.0003</td>
<td>5</td>
</tr>
<tr>
<td>S. Korea</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wave 1</td>
<td>5</td>
<td>5,000</td>
<td>.085</td>
<td>.0938</td>
<td>5</td>
</tr>
<tr>
<td>S. Korea</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wave 2</td>
<td>5</td>
<td>15,000</td>
<td>.015</td>
<td>.026</td>
<td>5</td>
</tr>
<tr>
<td>S. Korea</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wave 3</td>
<td>5</td>
<td>25,000</td>
<td>.015</td>
<td>.00025</td>
<td>5</td>
</tr>
</tbody>
</table>
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